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Abstract—Scalar field mapping has many applications in-
cluding environmental monitoring, search and rescue, etc. In
such applications there is a need to achieve a certain level
of confidence regarding the estimates at each location. In this
paper, a cooperative and active sensing framework is developed
to enable scalar field mapping using multiple mobile sensor
nodes. The cooperative and active controller is designed via
the real-time feedback of the sensing performance to steer
the mobile sensors to new locations in order to improve the
sensing quality. During the movement of the mobile sensors,
the measurements from each sensor node and its neighbors
are taken and fused with the corresponding confidences using
distributed consensus filters. As a result an online map of the
scalar field is built with a certain level of confidence of the
estimates. We conducted computer simulations to validate and
evaluate our proposed algorithms

Keyword: Active sensing, Sensor fusion, Sensor networks.

I. INTRODUCTION

Active sensing in MSNs has recently attracted much re-

search interest, especially in control engineering [1]. Some

active sensing algorithms for source seeking and radiation

mapping have been developed [2]–[5]. The problem of source

seeking is first addressed in [2], and then it is thoroughly

studied in [3], [4] for the case when direct gradient infor-

mation of the measured quantity is unavailable. Also, the

problem of chemical plume source localization is addressed

by constructing a source likelihood map based on Bayesian

inference methods [3]. Moreover, localization of a radiation

source using only radiation intensity measurements has been

done using a hybrid control strategy [4]. Additionally, active

sensing for radiation mapping is developed in [5]. The control

algorithm takes into account sensing performance and dy-

namics of the observed process therefore it can steer mobile

sensors to locations where they maximize the information

content of the measurement data.

In our previous work [6], [7], we have developed a

cooperative sensing algorithm for an MSN to build the map

of the scalar field. Based on our algorithm, all mobile sensors

can form a quasi lattice formation and collaborate together

to estimate the value at each cell of the field associated with
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Fig. 1. The confidence at each cell of the scalar field.

its own confidence of estimation. However the cooperative

controller does not include online feedback of the estimate

confidence. Hence, the sensing performance or the confidence

does not satisfy the desired one. This could affect some scalar

field mapping applications such as temperature field mapping,

search and rescue, where a need exists to achieve a certain

level of confidence regarding the estimates at each location.

As we can see from Figure 1, using the normal cooperative

sensing algorithm developed in our previous papers [6], [7],

we find that some cells have very low confidence. This means

that we may miss important information at these locations

(cells). For example, in search and rescue operation the MSN

may miss the objects at the locations where the confidence

of the estimate is not sufficient.

This motivates us to develop a cooperative and active

sensing algorithm for MSNs so that each sensor only in-

teracts with its neighbors and uses the local observation to

automatically adjust the configuration of the MSNs such as

relative location among sensors, orientation and focal length

of the sensors (camera), etc. to adapt to the environments

and improve the sensing performance. To achieve this goal

the controller should be designed via the real-time feedback

of the sensing performance. By this way the controller can

steer the mobile sensor to move to the right locations of the

field in order to improve the sensing quality. For simplicity,

in this work we only focus on adjusting the relative location

among sensors. Specifically, our problem focuses on how to

control the movement of the mobile sensors to ensure quasi
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uniform confidence on the estimates. Here by quasi uni-

form confidence we mean that the confidence is bounded by

a lower and upper bound.

II. SCALAR FIELD AND MEASUREMENT MODELING

In this section we present the model of the scalar field and

the measurement model of mobile sensors.

A. Model of the Scalar Field

We model the scalar field of interest as

F = ΘΦT , (1)

here Θ = [θ1, θ2, ..., θK ], and Φ = [φ1, φ2, ..., φK ]. φj , j =
1, ...,K , is a function representing a density distribution, and

θj is the weight of the density distribution of the function φj .

We can model the function φj as a bi-variate Gaussian

distribution

φj =
1

√

det(Cj)(2π)2
e−

1

2
(x−µj

x)C
−1

j
(y−µj

y)
T

, j ∈ [1, 2, ...,K].

here [µj
x µj

y] is the mean of the distribution of function

φj , and Cj is covariance matrix (positive definite) and it is

represented by:

Cj =

[

(σj
x)

2 cojσ
j
xy

c0jσ
j
xy (σj

y)
2

]

,

where c0j is a correlation factor.

B. Measurement Model

We partition the scalar field F into a grid of C cells. Each

sensor i makes an observation (measurement) of the scalar

field at cell k (k ∈ {1, 2, ..., C}) at time step t based on the

following equation

mk
i (t) = Ok

i (t)[F
k(t) + nk

i (t)], (2)

here nk
i (t) is the Gaussian noise with zero mean and variance

V k
i (t) at time step t. We assume that nk

i is uncorrelated noise

which satisfies

Cov(nk
i (s), n

k
i (t)) =

{

V k
i , if s = t

0, otherwise,

here Cov is the covariance. Ok
i (t) is the observability of

sensor node i at cell k at time step t, and it is defined as

Ok
i (t) =

{

1, if ‖qi(t)− qkc ‖ ≤ rsi
0, otherwise,

(3)

here qi ∈ R2 is the position of sensor node i; qkc ∈ R2 is the

location of cell k at its center; and rsi is the sensing range of

sensor node i. This definition tells us that if cell k is inside

the sensing range, rsi , of sensor node i then cell k can be

measured or observed. Otherwise the observability is zero.

Each mobile sensor node makes an measurement at cell

k corresponding to its position. We assume that the variance

V k
i (t) is related to the distance between the sensor node i

and the location of the measurement according to:

V k
i (t) =

{

‖qi(t)−qkc ‖
2+cv

(rs
i
)2 , if ‖qi(t)− qkc ‖ ≤ rsi

0, otherwise,
(4)

here cv is the small positive constant between 0 and 1. The

reason of introducing cv is to avoid the variance V k
i (t) being

zero when the distance ‖qi(t)− qkc ‖ equals to zero.

III. DISTRIBUTED SENSOR FUSION ALGORITHM

A. Overall Approach

In this section we present a distributed sensor fusion

algorithm to allow each sensor node to find out an estimate

of the value at each cell of the scalar field based on its

own measurement and its neighbor’s measurements. Our

algorithm has two phases. First, at time step t, each sensor

node finds an estimate of the value of the scalar field F .

Second, each sensor node finds a final estimate of the value of

the scalar field F at each cell during its movement. To achieve

it, we use two consensus filters. The consensus filter 1 is to

find out an estimate of the value of the field F at each cell

at time step t. Since each mobile sensor node makes its own

measurement at each cell with its own weight (confidence),

the consensus filter 2 is used to find out an agreement among

these confidences.

At each time step t each mobile sensor node needs to find

an estimate of the value of each cell based on consensus

filter 1, and find an overall confidence of this estimate

based on consensus filter 2. This process can be called the

spatial estimation phase. Then, during the movement of each

sensor node, it will have multiple spatial estimates of each

cell associated with their own confidences. Hence, these

spatial estimates are fused iteratively through the weighted

average protocol, and this process can be called the temporal

estimation phase.

B. Spatial Estimation Phase

In the spatial estimation phase, the measurements of each

sensor node and its neighbors at cell k at time step t are inputs

of the consensus filter 1. Then, the output of this consensus

is the estimate of the value of the scalar field F at cell k at

time step t.
Also in this phase, the confidences (weights) of the mea-

surements of each sensor node and its neighbors at cell k
at time step t are inputs of the consensus filter 2. Then, the

output of this consensus is the estimate of the confidence of

the measurement of the scalar field at cell k at time step t.
1) Consensus Filter 1: Distributed consensus [7], [8] is an

important computational tool to achieve cooperative sensing.

We consider distributed linear iterations of the following form

xk
i (l + 1) = wk

ii(l)x
k
i (l) +

∑

j∈Ni(t)

wk
ij(l)x

k
j (l), (5)

here l is iteration index. The initial condition for the state is

given as xk
i (l = 0) = mk

i (t). The weight, wk
ii(l), is the self

weight or vertex weight of each sensor to cell k, and wk
ij(l)

is the edge weight between sensor i and sensor j.

Our problem here is to estimate the value of the field F
at each cell k at each time step t. Since each sensor node

makes the observation at cell k at time step t based on its

own confidence (weight), the consensus should converge to

the weighted average of all observations (measurements) at
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cell k from all sensor nodes in the network. This weighted

average is the estimate of the value at cell k at time step t,
and it is computed as:

Ek(t) =

∑n

i=1 wii(t)mi(t)
∑n

i=1 wii(t)
. (6)

In order to make the consensus (5) converge to Ek in (6)

we need to ensure that the sum of all weights including the

vertex and edge weights at each node satisfies the following

condition [6], [7]:

wk
ii(l) +

∑

j∈Ni(t)

wk
ij(l) = 1. (7)

From Equation (7) by assigning the same value to all edge

weights we obtain:

wk
ij(l) =

1− wk
ii(l)

|Ni(t)|
. (8)

here, wk
ii(l) is defined as

wk
ii(l) =

cw1
V k
i (t)

, (9)

where cw1 is a constant. If sensor node i does not observe cell

k (Ok
i (t) = 0) then the vertex weight wk

ii(l) is set to zero.

Therefore we have the following weight design

wk
ij(l) =











cw
1

V k
i
(t)

, if i = j,

1−wk
ii(l)

|Ni(t)|
, if i 6= j, j ∈ Ni(t),

0, otherwise.

(10)

In order to satisfy Equation (7) we need the following

condition for cw1 :

0 <
cw1

V k
i (t)

< 1. (11)

Since min(V k
i (t)) = cv

(rs
i
)2 when ‖qi(t) − qkc ‖ = 0, we

have:

0 <
cw1
cv

(rs
i
)2

< 1 ⇒ 0 < cw1 <
cv

(rsi )
2
. (12)

2) Consensus Filter 2: Since each sensor node has its

own confidence of the measurement of the value of the

scalar field at each cell at each time step t we need to

find an agreement among the confidences of sensor nodes.

The consensus algorithm 2 is introduced to find the overall

confidence from each time step t. This overall confidence

is the estimated weight, W k
i (t), of the weighted average

protocol as shown in Equation (17).

Let yki (l = 0) be the confidence of the measurement of

the value of the scalar field at cell k at each time step t
for sensor node i, or yki (l = 0) = wk

ii(t). Let ykj (l = 0)
be the confidence of the measurement of the value of the

scalar field at cell k at each time step t for sensor node j
with j ∈ Ni(t), or ykj (l = 0) = wk

jj(t). Then, we have the

following consensus filter

yki (l + 1) = wk
ii(l)y

k
i (l) +

∑

j∈Ni(t)

wk
ij(l)y

k
j (l), (13)

In this consensus filter, we use the Metropolis weight [8]

as

wk
ij(l) =







1
1+max(|Ni(t)|,|Nj(t)|)

, if i 6= j, j ∈ Ni(t),

1−∑

j∈Ni(t)
wk

ij(l), if i = j,

0, otherwise.
(14)

C. Temporal Estimation Phase

From the consensus filters 1 and 2, to allow each sensor

node to on-line estimate the value of the scalar field at

each cell based on its own measurement and its neighbor’s

measurements, the temporal estimate phase is used. During

the movement of sensor nodes, each sensor obtain several

spatial estimates (from the spatial estimation phase) of the

value at cell k associated with its own confidence, hence the

final estimate is iteratively updated based on these spatial

estimates via the weighted average protocol.

For details, first let lc be the iteration that both consensus

filter 1 and 2 converge, then we have the estimates of cell k:

Ek
i (t) = xk

i (lc); and W k
i (t) = yki (lc). We can find the final

estimate of the value of the scalar field at cell k based on

following equations:

- Update weight (confidence):

W
k

i (t) = W k
i (t− 1) +W k

i (t− 2) + ...+W k
i (0) (15)

- Update the final estimate (weighted average protocol):

E
k

i (t = 0) = Ek
i (t = 0) = xk

i (lc) (16)

E
k

i (t) =
W

k

i (t− 1)E
k

i (t− 1) +W k
i (t)E

k
i (t)

W
k

i (t− 1) +W k
i (t)

(17)

IV. POTENTIAL CONTROLLER DESIGN FOR ACTIVE

SENSING

In this section we aim to develop a potential controller

for cooperative and active sensing, and the main idea of

our approach is shown in Figure 2. Our purpose is using

the feedback of the confidence of the estimate to adjust the

movement of the sensors to adapt to the environments so that

they can improve the sensing performance in a distributed

fashion. Specifically, the potential controller is designed to

steer the mobile sensors to the expected locations in order

to achieve the quasi uniformity of the confidence. First, we

describe the flocking control algorithm [9], [10] which is used

to control mobile sensors to move together without collision.

A. Flocking Control

We consider n mobile sensor nodes moving in two di-

mensional Euclidean space. The dynamic equations of each

sensor node are described as:
{

q̇i = pi
ṗi = ui, i = 1, 2, ..., n.

(18)

here (qi, pi) ∈ R2 are the position and velocity of sensor

node i, respectively, and ui is the control input of sensor

node i.
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Fig. 2. Diagram of cooperative and active sensing based on the flocking
controller enhanced with attractive and repulsive forces via confidence
feedback.

The geometry of the MSN is modeled by an α-lattice [9]

that meets the following condition:

‖qj − qi‖ = d, j ∈ Ni(t), (19)

here d is a positive constant indicating the distance between

sensor node i and its neighbor j. However, at singular con-

figuration (qi = qj) the collective potential used to construct

the geometry of flocks is not differentiable. Therefore, the

set of algebraic constraints in (19) is rewritten in term of σ
- norm [9] as follows:

‖qj − qi‖σ = dα, j ∈ Ni(t),

here the constraint dα = ‖d‖σ with d = r/kc, where kc
is the scaling factor. The σ - norm, ‖.‖σ, of a vector is a

map Rm =⇒ R+ defined as ‖z‖σ = 1
ǫ
[
√

1 + ǫ‖z‖2 − 1]
with ǫ > 0. Unlike the Euclidean norm ‖z‖, which is not

differentiable at z = 0, the σ - norm ‖z‖σ, is differentiable

every where.

The flocking control algorithm which consists of the

formation control term and the leader tracking control term

is presented as

ui = fα
i + f t

i .

The formation controller [9] is used to control the network

to form a quasi lattice formation, and it is designed based on

a pairwise attractive/repulsive force.

fα
i = cα1

∑

j∈Ni

φα(‖qj − qi‖σ)nij + cα2
∑

j∈Ni

aij(q)(pj − pi),

(20)

where cα1 and cα2 are positive constants. More details of

how to compute fα
i please see [9].

The leader tracking controller is used to control each

mobile sensor to track the virtual leader. The trajectory of

the virtual leader is planned so that the MSN can cover the

entire scalar field. This controller is presented as

f t
i = −ct1(qi − qt)− ct2(pi − pt) (21)

here ct1 and ct2 are positive constant, and qt and pt are position

and velocity of the virtual leader, respectively.

B. Design of Attractive Force

In this subsection, we introduce the attractive force term to

increase the confidence level. The attractive force will steer

the mobile sensors to the cells which have low confidence. In

order to do this, first let qkc be the location of the cell that has

confidence lower than the lower bound, or k ∈ OL
i (t), here

OL
i (t) is the subset of cells covered by mobile sensor i at

time t, which have confidence lower than the lower bound.

OL
i (t) ⊂ Oc

i (t), here Oc
i (t) is the set of cells covered by

mobile sensor i at time t, and it is defined as

Oc
i (t) =

{

k ∈ ϑO : ‖qkc − qi‖ ≤ rsi , ϑO = {1, 2, ..., k}
}

.
(22)

At each time t, the mobile sensor i may have several cells

which have confidence lower than the desired one. In order

to steer the mobile sensor to go to these low confidence cells,

the virtual attractive force are generated at these cells. If the

cell has lower confidence the bigger attractive force is gen-

erated. To express the details of the attractive force design,

first let W
L

d be a lower bound of the desired confidence of

the estimates of all cells in the scalar field, and W
L

d is a

vector of 1 × C dimension. Let ∆L
W (t) = W

L

d − W (t) be

the difference between the current confidence and the lower

bound (see Figure 3), ∆L
W (t) = [∆1

W (t),∆2
W (t), ...,∆C

W (t)].
Based on this feedback, ∆L

W (t), we can design a attractive

force as shown in Equation (23).

fatt
i = −

∑

k∈OL
i
(t)

Catt
k φatt(‖qkc − qi‖σ)natt

i,k (23)

here, Catt
k = ca

∆k
W (t)√

1+(∆k
W

(t))2
,∆k

W (t) ∈ ∆L
W (t), and ca is a

positive constant. Catt
k is used to control the amplitude of

the attractive force. Namely, if cell k has low confidence or

∆k
W (t) is large, the the amplitude of the attractive force is big

in order to attract the mobile sensor to go to closer this cell.

The attractive force function φatt(‖qkc −qi‖σ) is designed as:

φatt(‖qkc − qi‖σ) = ρh(
‖qkc − qi‖σ

rsα
)

‖qkc − qi‖σ
√

1 + ‖qkc − qi‖2σ
k ∈ OL

i (t).

here, rsα = ‖rs‖σ (rs is sensing range as defined before).

Similar to [9], the bump function ρh(
‖qkc−qi‖σ

rsα
) with h ∈

(0, 1) is defined as

ρh(
‖qkc − qi‖σ

rsα
) =



























1, if
‖qkc−qi‖σ

rsα
∈ [0, h)

0.5[1 + cos(π(
‖qkc −qi‖σ

rsα
−h

1−h
))]

if
‖qkc−qi‖σ

rsα
∈ [h, 1]

0, otherwise.

(24)

The vector along the line connecting qkc (k ∈ OL
i (t)) and qi

is defined as:

natt
ik = (qkc − qi)/

√

1 + ǫ‖qkc − qi‖2, k ∈ OL
i (t). (25)

here, ǫ is small positive constant.

C. Design of Repulsive Force

Based on the attractive force design in the previous sub-

section, the confidence level can be increased, however some

cells may have too high confidence. This is unnecessary

since this needs more measurements, and causes more energy

consumption. Therefore, it is desirable if we can maintain
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Fig. 3. Illustration of confidence feedback for quasi uniformity of the
confidence. The upper bound and lower bound are used to create a quasi
uniform of the confidence.

both lower and upper bound of the confidence performance,

or a quasi uniform confidence (see Figure 3). Hence, we

introduce a repulsive force term to the Potential Controller

in order to steer the mobile sensors to move away from the

cells which have too high confidence.

Let qkc be the location of the cell that has confidence higher

than the upper bound (see Figure 3). For these cells we will

create the virtual repulsive force to steer the mobile sensors

to move away.

To express the details of the repulsive force design, first

let W
H

d be a upper bound of the desired confidence of the

estimates of all cells in the scalar field, and W
H

d is a vector of

1×C dimension. Let ∆H
W (t) = W

H

d −W (t) be the difference

between the current confidence and the upper bound (see

Figure 3), ∆H
W (t) = [∆1

W (t),∆2
W (t), ...,∆C

W (t)]. Based on

this feedback, ∆H
W (t), we can design a repulsive force as

shown in Equation 26.

f rep
i =

∑

k∈OH
i
(t)

Crep
k φrep(‖qkc − qi‖σ)nrep

i,k (26)

here, Crep
k = cr

|∆k
W (t)|√

1+(∆k
W

(t))2
,∆k

W (t) ∈ ∆H
W (t), here cr is a

positive constance. OH
i (t) is the subset of cells covered by

mobile sensor i at time t, which have confidence higher than

the upper bound. Obviously, OH
i (t) ⊂ Oc

i (t). C
rep
k is used to

control the amplitude of the repulsive force. Namely, if cell

k has high confidence, or ∆k
W (t) is large, the the amplitude

of the repulsive force is big in order to push the mobile

sensor to move away from this cell further. The repulsive

force function φrep(‖qkc − qi‖σ) is designed as:

φrep(‖qkc − qi‖σ) = ρh(
‖qkc − qi‖σ

rsα
)

×(
‖qkc − qi‖σ − rsα

√

1 + (‖qkc − qi‖σ − rsα)
2
− 1)

, k ∈ OH
i (t).

The bump function ρh(
‖qkc −qi‖σ

rsα
) is defined as (24), but it is

now applied for the high confidence cells or k ∈ OH
i (t). The

vector along the line connecting qkc (k ∈ OH
i (t)) and qi is

defined as:

nrep
ik = (qkc − qi)/

√

1 + ǫ‖qkc − qi‖2, k ∈ OH
i (t). (27)

Finally, the potential controller for the cooperative and

active sensing is presented as follows:

ui = f rep
i + fatt

i + fα
i + f t

i . (28)

V. SIMULATION RESULTS

In this section, we test our cooperative and active sensing

algorithm and compare it with the normal cooperative sensing

algorithm [6], [7] in terms of the sensing performance.

We model the environment (scalar field F ) as multiple

variate Gaussian distributions. The scalar vector Θ can be

arbitrarily selected, for example Θ = [20 50 35 40], cor-

responding to four multiple variate Gaussian distributions

(K = 4), and each one is represented as:

φ1 =
1

√

det(C1)(2π)2
e−

1

2
(x−2)C−1

1
(y−2)T .

here we can select: C1 =

[

2.25 0.2999
0.2999 2.25

]

, with the

correlation factor c01 = 0.1333.

For the functions φ2, φ3, φ4: the means (µx, µy) are (1,

0.5), (4.3, 3.5), (3, -3), respectively; the matrix C2 = C3 =

C4 =

[

1.25 0.1666
0.1666 1.25

]

; the correlation factor c04 = c03 =

c02 = c01.

We set the lower bound of the confidence level is 0.5×105,

and the higher bound of the confidence level is 1.9 × 105.

The field F has a size of 10 × 9, and it is partitioned into

110 cells. The snapshots of multiple sensor nodes forming a

flock and building the map of the unknown scalar field are

shown in Figure 4.

The final confidence of the estimate in one dimension

at each cell of the field F is shown in Figure 5. In this

figure we compared three methods together. Namely, Figure

5 (a) shows the confidence of normal cooperative sensing

(Potential Controller without attractive and repulsive forces).

Figure 5 (b) shows the confidence of active sensing with

the Potential Controller with attractive force only. Figure 5

(c) shows the confidence of active sensing with Potential

Controller with both attractive and repulsive forces. From

these results, we can see that by using both attractive and

repulsive force controllers we have better uniformity of the

confidence performance. This indicates that all the cells of the

scalar field are observed with a certain level of confidence.

To see the advantages of the active sensing we compare it

with the normal sensing in term of mapping error as shown

in Figure 6. We can see that the error between the original

map and the built map over cells is small when applying

the active sensing (see Figure 6 (b)), but it is bigger when

applying the normal sensing (see Figure 6 (a)).

VI. CONCLUSION

This paper presented cooperative and active sensing algo-

rithms for mobile sensor networks to build the map of an

unknown scalar field. The proposed distributed sensor fusion

algorithm consists of two different distributed consensus
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Fig. 4. Snapshots of building the map of the scalar field F using the distributed fusion algorithm and the cooperative and active sensing algorithm (28).
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(a) Cell Index (b) (c) 

Fig. 5. Confidence over the cells in one dimension: (a) for normal cooperative sensing [6], [7]; (b) for active sensing with Potential Controller using only
attractive force; (c) for active sensing with Potential Controller using both attractive and repulsive forces (28).
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(a) (b) 

Fig. 6. Error between the original map and the built map in one dimension
over cells: (a) for the normal sensing [6], [7]; (b) for the active sensing.

filters which can find an agreement on the estimates and

an agreement on the confidence among sensor nodes. Each

sensor node cooperates with neighboring sensors to estimate

the value of the field at each cell. The final estimates of

the values of the scalar field are updated on-line based on

the weighted average protocol. More importantly, the mobile

sensors can automatically adjust their movement to achieve

quasi uniform confidence through a potential field based

feedback control algorithm. Simulation results are collected

to demonstrate the proposed algorithms.
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